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Artificial Intelligence in Finance – Opportunities, challenges and risks

Executive Summary

Artificial Intelligence (AI) and Machine Learning (ML) techniques and algorithms are already being widely employed for a variety of tasks in financial services firms, large and small, throughout the world, including in Australia. These algorithms and techniques have the potential to expand access to credit, better manage risk, reduce fraud and improve firms’ compliance with laws, regulations and codes of conduct, and to very significantly expand industry revenues in the financial services sector. More dramatically, many believe that AI will reshape the industry, globally (see WEF August 2018 report for a detailed exploration of these issues).

Over the past decade, however, we have also seen domestically and internationally that poor model selection and implementation can lead to unfair practices, unsustainable firm losses that may ultimately be borne by taxpayers, and potentially catastrophic economic disruption – as witnessed in the global financial crisis. This is notable and important in the context of AI and ML, given that the application of these new technological developments is in many cases toward the replacement or evolution of these same models.

Beginning as early as 2011, in the immediate aftermath of the financial crisis regulators in other jurisdictions, including the USA, UK and Europe, moved to implement very comprehensive, detailed...
and prescriptive standards and guidelines regarding how banks’ internal risk models must be
designed, tested, implemented and validated. Both transparency and “explainability” criteria are at
the heart of the requirements, which are very stringent indeed. Many major banks in these
jurisdictions have had, and are still having, very great difficulty in complying with these new
requirements. Nevertheless, the necessary skills are currently being built in these offshore
jurisdictions to ensure strong and effective model risk management and governance capabilities,
both in the industry and in the relevant regulatory sectors. These are the same skills that will be
needed to ensure effective and safe implementation of AI techniques in the banking sector.

However, Australia’s banks and prudential regulator are not currently well-positioned to address
these challenges, relative to their global peers. Perhaps largely (or partly) because Australia’s banks
emerged essentially unscathed through the GFC\(^4\), our regulators have not implemented similarly
stringent, detailed regulations, standards and guidelines over banks’ use of models. In consequence,
Australia’s banks have not invested as deeply in the skills and talent needed for model risk
management and control as their international peers who are subject to these more strict regulatory
requirements. Likewise, for similar reasons Australia’s regulators, bank senior executives and Boards
have, in general, relatively little experience and familiarity with leading practice model risk
management and governance requirements, compared to their aforementioned international peers.

Big data and suitable controls over the use of third-party vendor offerings are two additional, crucial
considerations for banks considering the adoption and implementation of AI and its embodiment in
deep learning algorithms. Issues with explainable algorithms will need to be addressed from the
earliest days of development if model risk management is to work at all in the new, future AI
environment. This is likely to be one of the primary challenges\(^5\) for effective model risk management
and governance, which will continue to be essential to ensure the safety and soundness of individual
banks, and of the Australian banking system, as a whole.

- Consequently, in order to rapidly build the essential capability and skills necessary for the
  safe and effective implementation of AI approaches and techniques, and to enable
  Australian banks and other financial services firms to actively participate and reap the very
  substantial benefits of the “AI revolution”, government should move quickly to require
  financial services regulators to immediately develop a robust set of specific regulatory
  standards and detailed associated supervisory guidelines for model risk management and
governance for Australian banks (ADIs) and other financial services firms. The standards and
guidelines should follow best practices in other jurisdictions, have clear scope of application
and ensure that lines of responsibility for the operation and supervision of
algorithmically-driven systems, models and decision processes are clear. These regulations
should apply to both human-created models and machine-created models, to ensure that
current and future model automation and AI techniques are used appropriately and
responsibly. This initiative should be assigned the highest priority.

\(^4\) Perhaps this is largely thanks to a Commonwealth Government guarantee which was applied to all of their
domestic and international borrowings in the wholesale markets, from October 2008 onwards?

\(^5\) See, for example: Woodall, Louie, Model Risk Managers Eye Benefits of Machine Learning: Ramp-up in
Regulatory Scrutiny of Model Validation Sees Banks Turn into Black Boxes (11 April 2017) Risk.net
https://www.risk.net/node/4646956
Discussion

The Global Financial Crisis did major damage to the banking systems and real economies of many countries. The lives and economic well-being of many hundreds of millions of ordinary citizens were negatively impacted; many national economies have still not fully recovered, and the practical and political implications and ramifications of the crisis (including stagnant wages and increased levels of income inequality in many countries) are still being felt globally.

In the years immediately following the crisis, many important lessons were learned about the root causes of the major bank failures, and the very substantial gaps and weaknesses in bank regulation, supervision and governance which led directly to the crisis.

Some of the most important lessons learned from the financial crisis were about the catastrophic failure of the risk management systems and processes in many of the largest banks in the world, which became insolvent and were either rescued at huge expense using taxpayers’ money, or allowed to fail, with many negative, unexpected consequences (e.g., Lehmann Brothers in September 2008).

At the heart of the risk management failures were 2 major issues: poor “risk culture” and oversight of risk in many institutions, and the widespread failure of banks’ internal risk models. Deep analysis, post-crisis by both industry and supervisors in the most affected jurisdictions revealed that the failure of risk models was really a widespread failure of risk models in many large institutions of bank senior management to fully understand the models, including their intended purpose, underlying assumptions, reliance on historical data and (critically) their limitations of use. This lack of understanding led directly to an uncritical reliance on crucial model estimates of risk in the lead up to the crisis, which in some cases turned out to be several orders of magnitude too small.

At the heart of the risk management failures were 2 major issues: poor “risk culture” and oversight of risk in many institutions, and the widespread failure of banks’ internal risk models. Deep analysis, post-crisis by both industry and supervisors in the most affected jurisdictions revealed that the failure of risk models was really a widespread failure of risk models in many large institutions of bank senior management to fully understand the models, including their intended purpose, underlying assumptions, reliance on historical data and (critically) their limitations of use. This lack of understanding led directly to an uncritical reliance on crucial model estimates of risk in the lead up to the crisis, which in some cases turned out to be several orders of magnitude too small.

In the aftermath of the crisis, a very important consequence of these modelling failures was a widespread loss of confidence by financial regulators, shareholders and many other stakeholders, globally, in banks’ capabilities and practices for the robust modelling of risks. This loss of confidence has had many consequences subsequently, notably including in the substantial redesign and tightening of global frameworks for bank regulation. Some of these consequences have very important implications for the future robust control and regulation of AI and ML algorithms in financial services, especially for regulated banks which may potentially carry the implicit guarantee of government and taxpayer support in a crisis (as is generally perceived to be the case, in Australia).

The global response to the crisis was overseen by the G20 and coordinated by the Financial Stability Board (FSB). A central pillar of the global response was the huge amount of work done over almost a decade by Basel Committee on Banking Supervision (BCBS) to revise the international regulatory framework for banks; this ultimately led to the wholesale revision of the 2006 framework of

---

international standards for banking regulation and minimum bank capital requirements ("Basel II") by the new framework of global regulatory standards ("Basel III") in December 2017.

In light of the widespread loss of confidence by financial regulators in banks’ capabilities and practices for the robust modelling of risks, referred to above, a key design feature of Basel III is the very substantial, new restrictions that have now been placed upon banks’ ability to use outputs from their own, internal risk models in the calculation of the minimum required level of capital that they must hold to underpin credit, market, operational and other risks, in order to ensure their safety and soundness, and that of the larger banking system as a whole, both domestically and internationally.

In parallel with this very significant change in the design of the global regulatory framework for banking, and the very substantial reduction of the banks’ modelling freedom within the new framework, regulators in some of the most important countries and jurisdictions, including the USA, UK and Europe, have also moved to implement very comprehensive, detailed and prescriptive standards and guidelines regarding how banks’ internal risk models must be designed, tested, implemented, validated and used - these activities are often collectively referred to as model risk management.

---

These requirements are very stringent indeed\textsuperscript{11}, and (inter alia) both transparency and “explainability” criteria are at the heart of the requirements. Importantly, many major banks in these jurisdictions have had, and are still having, very great difficulty in complying with these new requirements\textsuperscript{12}. For example, in the USA, the Federal Reserve for several years prohibited certain of the largest US banks from paying dividends to shareholders because their risk management processes were not sufficiently robust, at the core of those shortcomings (determined through the annual “CCAR” stress-testing process, conducted by the Federal Reserve\textsuperscript{13}) were model weaknesses and the failure to comply with the relevant US standards and requirements for model risk management and oversight, which were issued in April 2011.

Nevertheless, in those major jurisdictions, both firms and regulators are now actively considering and discussing how those detailed standards and guidelines can be adapted and enhance to accommodate AI techniques and ML algorithms, primarily in those relevant parts of the business for which financial stability considerations are of very high importance\textsuperscript{14}.

- Crucially, the Australian prudential regulator, APRA, has not moved in a substantial way since the crisis to enact a similar, robust, comprehensive set of regulatory requirements and guidelines for model risk management. Consequently, Australian banks have not been required to significantly invest to “lift their game” in this area in recent years, and to build the capabilities that will be needed for the future implementation and robust control of AI algorithms and models in key specific areas, such as credit origination – and mostly, they have not yet done so. From the author’s recent, direct experience as a consultant, at least some of the largest Australian banks have very substantial weaknesses in the area of model risk management and governance, when compared with leading practices internationally.

This observation has important implications for the readiness of both Australia’s banking system and its prudential regulator to move forward with the implementation of AI models, which should be addressed with the highest priority.

### Conclusion and recommendation

A key lesson from the global financial crisis is that business leaders must understand how the models which are at the heart of their businesses are designed, implemented, validated and used, and the


\textsuperscript{12} Parvez Shaikh, Michael Jacobs and Neha Sharma, ‘Comprehensive Capital Analysis and Review: Industry Practices and Model Validation’ (Accenture, 2016)


limitations of those models, including their key assumptions and the nature of their reliance on historical data.

It is essential that business leaders must take responsibility for the outcomes, decisions or actions which are created by, or a consequence of, the use of the models in the business.

Moving forward, in an “AI world”, as the machines cannot be held responsible for their actions, people must still exercise their oversight role and be held responsible for outcomes, even — and perhaps especially — when utilizing automated processes\textsuperscript{15}. This is a core principle which must be clearly and prominently stated at the outset, if adverse outcomes are to be avoided in the banking sector.

Ideally, this core principle should be clearly and prominently articulated as part of a broader, coordinated, national strategy and approach for AI across all sectors of the Australian economy. However, because of the unique, central role that banks play in our economy — and the very large risks that their failure may pose to the national economy and society — some very high quality, sector-specific controls are needed to ensure the safe and effective development and implementation of AI approaches in the financial services sector.

**Recommendation**

- Government should move quickly to require financial services regulators in Australia to immediately develop a robust set of specific regulatory standards and detailed associated supervisory guidelines for model risk management and governance for Australian banks (ADIs) and other financial services firms. The standards and guidelines should follow best practices in other jurisdictions, have clear scope of application and should ensure that lines of responsibility for the operation and supervision of algorithmically-driven systems, models and decision processes are clear. These regulations should apply to both human-created models and machine-created models, to ensure that current and future model automation and AI techniques are used appropriately and responsibly\textsuperscript{16}. This initiative should be assigned the highest priority.

In light of experience offshore, it may be valuable to convene a special Task Force/Working Group of experts to ensure that the necessary and appropriate, sector-specific regulatory framework is developed and adopted. Such a group of experts should consult widely with industry and with other domestic and offshore regulators throughout this process.

\textsuperscript{15} See, for example: Bundesanstalt für Finanzdienstleistungsaufsicht, ‘Big Data Meets Artificial Intelligence: Changes and Implications for the Supervision and Regulation of Financial Services’ (16 July 2018) https://www.bafin.de/SharedDocs/Downloads/EN/dl_bdai_studie_en.html

\textsuperscript{16} This is especially important in the particular use case in which automated or AI models may be employed within a credit decisioning process - i.e., the decision whether to approve or deny credit (a loan) to an applicant - where the “explainability” of the credit decision is essential, for both financial stability and fairness reasons. For a detailed discussion of this case, including prudential risks, see pp 25 – 27 of European Banking Authority, ‘Report on the Prudential Risks and Opportunities Arising for Institutions from Fintech’ (3 July 2018) https://www.eba.europa.eu/documents/10180/2270909/Report+on+prudential+risks+and+opportunities+arising+for+institutions+from+Fintech.pdf