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1 Introduction

The Internet Of Things (or “IoT”) promises utility yet demands ubiquity.

For data to provide an insight, trigger an action, or unleash some new efficiency, it must be collected to begin with.\(^1\)

The economic and technical incentives built into the IoT have led to IoT devices becoming ubiquitous throughout society. More data means greater insight, leading in turn (at least in theory) to improved efficiency, more desirable products and services, and greater financial performance.\(^2\) There are now more IoT devices on earth than humans and the IoT is only increasing in size.\(^3\)

However, just as the IoT gives rise to the possibility of significant economic return, it raises significant concerns relating to privacy, security and human rights. These concerns are not new. Since at least 1999, when the phrase “Internet of Things” was first used,\(^4\) or perhaps since 1990, when the “Internet Toaster” first made its debut,\(^5\) questions concerning the legal and ethical status of internet enabled devices have been raised.

Unfortunately, while answers to many of the technical challenges relating to the IoT have been forthcoming, progress in addressing the legal and ethical questions raised by the IoT is not keeping pace.\(^6\) These legal and ethical questions do not neatly separate into clear categories. For example, security and privacy are deeply intertwined, and human rights considerations are a foundational base upon which most other concerns rest. They “intersect with each other in all sorts of ways, ranging from the simple to the complicated.”\(^7\)

Whether the IoT is deployed in a consumer or business context will significantly change the relevant considerations. In business contexts, many of the risks associated with the IoT can be successfully mitigated by prudent contract drafting and project management. For example, a well drafted smart legal contract, which can tie machine-executable code and IoT device data directly to contractual rights and obligations, can mitigate risk and assist in establishing consent. In consumer contexts, the often significant disparity in power between the supplier and the customer means that a forensic analysis of the privacy and security considerations is required, and a lower threshold for regulatory intervention will usually apply.

The IoT is also just one part of a broader trend of innovation, and considerations relating to other emerging technologies such as artificial intelligence, big data, and automation, should be imputed into any analysis of the IoT.

With these disclaimers in mind, we set out our views on the privacy, security and human rights implications of the IoT in this paper as follows. First, we consider the IoT’s impact on privacy, focusing in particular on the impracticality of obtaining informed consent and
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the limits on using the de-identification of data as a response to privacy concerns. **Second,** we set out a number of security concerns relating to IoT and suggest that any workable solution will include both technical and legal components. **Third,** we explore the issue of liability, outlining potential legal actions and defences that may be borne out of the IoT in both civil and criminal contexts. **Finally,** we consider discrete rights-based issues associated with IoT, namely those relating to workplaces, access and the use of IoT devices by children and other vulnerable groups.

When new technologies are adopted there is often a tension between short-term economic return and long-term legal and ethical considerations. The IoT is no different. While it represents a significant opportunity for improving the prosperity of all Australians, the IoT must be deployed carefully, with the risks relating to privacy, security, and human rights firmly front of mind.

2 Privacy

Privacy is a universal human right. As set out in the Universal Declaration of Human Rights, “no one shall be subjected to arbitrary interference with [their] privacy, family, home or correspondence.” Despite this, it is often tempting to compromise or otherwise de-prioritise it in the name of technical innovation or economic progress. In the context of consumer IoT devices, any actual or potential infringement of an individual’s privacy should be carefully assessed, and only accepted where there is a defensible rationale for doing so.

Concerning episodes relating to the privacy, or lack thereof, of consumer IoT devices have been reported. For example, smart home IoT devices have audibly laughed without user input, and internet-connected televisions have recorded private conversations without first obtaining consent. The sexual preferences and proclivities of IoT-enabled sex toy users have even been communicated over the internet. The degree to which privacy considerations are relevant to IoT devices will be heavily dependent on context. For example, an IoT-enabled sex-toy will likely have greater associated privacy risks than an IoT-enabled kitchen appliance or light bulb. The IoT has been described as a privacy “disaster waiting to happen,” and privacy concerns are the most common reason why consumers do not purchase IoT devices for their homes.
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10 ABC News, “I thought a kid was laughing behind me”: Amazon’s Alexa has been caught randomly cackling at people’ <https://www.abc.net.au/news/2018-03-08/amazon-to-fix-alexa-laugh/9527412>.


In Australia, the *Privacy Act 1988* (Cth) provides a regulatory framework for the collection of personal information through the Australian Privacy Principles.\(^{16}\) The Australian Privacy Principles are designed to be technology neutral and able to adapt to emerging technologies.\(^{17}\) However, the complexity of the IoT, particularly as it relates to other emerging technologies such as artificial intelligence and the increasingly globalised nature of data collection activities, as well as improvements in “re-identifying” otherwise de-identified data, raise a number of privacy concerns regarding the IoT which the current regulatory framework may not be able to address.

### 2.1 Informed consent

Data collection activities may be permitted where those whose data is being collected provide informed consent. However, it is difficult for the average person to comprehend, let alone consent to, the data collection activities of most IoT devices.

IoT devices are often new, often complex, and are increasingly being used in ways that are difficult even for technical users to comprehend. While most users comprehend on some level that their data is being collected, many do not sufficiently understand the degree to which their data is being collected, and the ways in which the data is being used.\(^{18}\)

This causes significant difficulty, particular given the importance placed on obtaining informed consent in the Australian privacy regulatory framework. Consent may be express or implied and in either case must be obtained voluntarily.\(^{19}\) This means that consent must be obtained in circumstances where the relevant individual is both adequately informed before giving consent, and has the capacity to understand and communicate their consent.\(^{20}\) There has been significant research into how informed consent can best be obtained.\(^{21}\) However, there is no easy answer.

In our age of ever-increasing technical complexity, the burden placed on those whose data is collected to properly review, understand, and consent to the personal information collection activities of IoT devices is significant and increasing by the day. This burden is compounded by the reality that the promised utility of IoT devices – productivity, insight and automation – cannot be obtained without at least some personal information or other data being collected. However, even where the benefits unlocked by the use of IoT devices are significant and accrue directly to those whose personal information is being collected, consent should not be assumed.\(^{22}\)

Opt-out approaches to obtaining consent, whereby consent is assumed unless it is clearly withdrawn, are particularly concerning where IoT devices are passively collecting data. While opt-out approaches are not prohibited under Australian law, it is difficult to establish
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\(^{16}\) The Australian Privacy Principles are set out in Schedule 1 of the *Privacy Act 1988* (Cth).


\(^{19}\) s6(1) *Privacy Act 1988* (Cth).


\(^{22}\) This view is similar to that expressed by the Office of the Australian Information Commissioner. See Office of the Australian Information Commissioner, *Chapter B: Key Concepts* (22 July 2019) <https://www.oaic.gov.au/privacy/australian-privacy-principles-guidelines/chapter-b-key-concepts/> B.38.
that informed consent took place in many such implementations. Opt-out approaches are particularly complex or infeasible where the act of opting out is not socially accepted. For example, despite the privacy concerns associated with IoT devices, “if you go into somebody’s home and they have [an IoT device], it’s not really socially acceptable to say ‘I’m actually going to turn around because I don’t want to be in a house with that.’”

Similar concerns exist where IoT devices are deployed in public spaces. It is difficult to “opt-out” if IoT devices are everywhere. Some “smart city” trials, which rely heavily on the use of IoT devices do not include any “surveillance-free” zones at all. Further, where IoT devices are deployed by private entities the level of public oversight may be diminished, and any consideration of the public interest may be de-prioritised in favour of commercial priorities. Ultimately, the growing complexity and pervasiveness of the IoT makes providing truly informed consent a difficult – if not unrealistic – endeavour.

2.2 Consent Fatigue

“Consent fatigue” is a significant concern when assessing the impact of the IoT. It refers to the condition whereby those subject to privacy policies and other contractual frameworks governing the collection of data are increasingly overwhelmed by the number of policies they must review and consent to, and are unable to comprehend and adequately consent to the data collection and processing activities that are taking place.

The current best practice approach to obtaining informed consent is to use a privacy policy. However, while privacy policies may be current best practice, there is an increasing recognition that they may not necessarily be well suited for the digital economy. They have been described as an “incomprehensible disaster”, and have been criticised for being either overly technical or legal in nature (and therefore inaccessible to end users), or simply not detailed enough, “comprising of fairly generic boilerplate.”

Australian consumers feel “uninformed, unprotected and powerless” and 94% of Australian consumers have self-reported as not reading the privacy policies they are subject to. Such behaviour has been described as “rational”, on the basis that “it would take the average person 244 hours per year (6 working weeks) to read all privacy policies that apply to them.” The Australian Competition and Consumer Commission’s recent review of the privacy policies of digital platforms found that each was between 2,500 and 4,500 words, and would take an average reader between 10 and 20 minutes to read. Of those Australians who do read the privacy policies, two-thirds accepted terms with which...
they were uncomfortable. Oncone participant in research conducted by the Consumer Policy Research Centre stated that when consenting to privacy policies “I just close my eyes and don’t think about it.”

Privacy policies are a rational approach to obtaining informed consent in circumstances where each act of data collection is considered in isolation. In our current environment, however, where Australian consumers are interacting with more and more data-collecting IoT devices every day, it may be akin to asking those who interact with the IoT to drink from a fire hose.

2.3 De-identification of data

De-identification refers to the process of taking data that is linked to a specific individual and altering or amending it to make such identification no longer possible. Where informed consent cannot authentically be obtained, the de-identification of any data collected by IoT devices is both useful and pragmatic, yet insufficient.

The increased prevalence of IoT devices is occurring in almost lockstep with an increased ability to re-identify data, and data that is considered as de-identified may not remain so for long. While there have not yet been any claims of de-identified IoT device generated data being successfully re-identified in Australia, there are many examples of re-identification occurring more broadly.

Information collected by IoT devices should be considered to be “dynamic”, with its value, character and status as personal information or otherwise prone to change over time. The risk of re-identification should be assessed contextually, with both the data and the environment in which it will be used considered. The Office of the Australian Information Commissioner and the Commonwealth Scientific and Industrial Research Organisation have released a comprehensive framework to assist IoT device providers and users with adopting appropriate de-identification measures.

Once a data set has been created and released it cannot be strengthened, only weakened by the future release of additional information that could assist re-identification efforts. Further, even where de-identified data cannot be accurately re-identified, the
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35 See, for example, Luc Rocher, Julien Hendrickx and Yves-Alexandre de Montjoye, ‘Estimating the success of re-identifications in incomplete datasets using generative models’ (2019) *Nature Communications* 3069.


mere perception or possibility that it can be re-identified may lead to erroneous yet still damaging conclusions being drawn.41

Loss may occur even where there may not be a breach of the Privacy Act or other Australian regulation, and ethical and social considerations – not just legal obligations - should be taken into account by any entity.42 This position is already endorsed by the Australian privacy regulator, the Office of the Australian Information Commissioner, and arguably should extend to all privacy considerations relating to the IoT - not just de-identification.43

2.4 Solutions

Privacy concerns relating to the use of IoT devices should be considered as part of the broader privacy concerns around the use of big data and artificial intelligence.

It is unlikely that a solution to the privacy concerns specific to the IoT will be found without also addressing the privacy concerns arising from these related other emerging technologies. Since the City of Perth deployment of Australia's first open-street closed circuit television (CCTV) system in July 1991, there has been significant policy debate justifying the use of surveillance and data collecting equipment in public spaces in Australia.44 However, CCTV deployments have traditionally been justified on the basis of enhancing public security, whereas current IoT deployments have largely been motivated by economic interests such as a desire for greater operational efficiency or commercial insight.

The extent to which privacy should be traded off for economic gain should be closely examined. In a business context, where personal information is not being dealt with, this trade off can often be made on the basis of commercial interests only. The risk of possibly weakening the confidentiality of corporate information can be assessed against the value that an IoT deployments would likely provide. In consumer contexts, the burden of conducting such an assessment likely should not be put on each individual consumer. When the privacy of a consumer's personal information is at risk, a broader, regulation-based assessment should be undertaken.

IoT deployments should require a “privacy by design” approach, meaning that privacy is built into the design process and system architecture wherever possible.45 Additionally, data minimisation should be embraced, with data – particularly personal information – only collected when there is a clear rationale for doing so.46 Compliance with the principle of data minimisation is mandatory in the European Union, as it has been incorporated in the General Data Protection Regulations (GDPR).47 The adoption of IoT devices in new fields such as healthcare will also bring new privacy considerations to the fore.

42 Ibid.
43 Ibid.
As is typical of most technologies in their formative stages, the IoT market is highly fragmented.\textsuperscript{48} There are many smaller players, who may not have the legal or regulatory sophistication of larger entities. A “move fast and break things” attitude may not be appropriate in circumstances where the IoT has the potential to impact on the right to privacy.\textsuperscript{49}

3 Security

In both consumer and business-focused IoT devices, the security considerations are wide ranging. The IoT enables insight, action, and automation all to occur at a distance. While the economic and productivity gains of these abilities are significant, cyber-based crimes - such as those enabled by the increasing ubiquity of IoT devices - have been described as the “ideal” attack vector for malicious actors.\textsuperscript{50} To attack an environment through an IoT device placed within it, a malicious actor often does not need to bear the cost or risk of gaining physical access to the environment in order to cause it damage.\textsuperscript{51}

Unfortunately, insufficient security in and around IoT deployments is common.\textsuperscript{52} This has led some security experts to expand the “Internet of Things” moniker to the “Internet of Insecure Things,”\textsuperscript{53} and caused others to suggest that there are only two types of companies: those who have been hacked, and those who are simply not yet aware they have been hacked.\textsuperscript{54} Views such as “pretty much all consumer internet of things vulnerabilities are avoidable” are frequently expressed.\textsuperscript{55}

As IoT devices become ubiquitous, and as the data they collect increasingly automate actions of real consequence, the importance of securing the IoT will only increase. However, security can rarely – if ever – be obtained solely through technical innovation alone. The security of IoT devices is a multifaceted problem, and concerns relating to physical and infrastructure security, cybersecurity and operational security are all relevant. A co-ordinated, consistent and renewed focus on the security of IoT devices is required.

3.1 Physical and cyber security

Security issues are present in both discrete IoT devices and the infrastructure that connects them to each other and the Internet.


\textsuperscript{50} Ryan Jenkins, ‘Cyberwarfare as Ideal War’ in Fritz Allhoff, Adam Henschke and Bradley Jaw Strawser (eds), Binary Bullets: The Ethics of Cyberwarfare (Oxford University Press, 2015) 89-114.

\textsuperscript{51} Ibid.

\textsuperscript{52} Juan Martinez, Jezreel Mejia, Mima Munoz, ‘Security Analysis of the Internet of Things: A Systematic Literature Review’ (12 October 2016) IEEE International Conference on Software Process Information.


IoT devices usually contain an embedded processor with onboard software and will often be connected through a number of intermediary connections, including cloud services, telecommunications networks, and local networks. Security issues include hard-coded or difficult to change passwords or unclear or non-existent upgrade pathways.

Where upgrade paths are impossible, or if an undue or otherwise unrealistic burden is placed on the end user to upgrade the IoT device’s software or security, IoT device manufacturers have to get it right first time. This is in conflict with the increasingly dominant “agile” approach to software development that encourages a more forgiving process of iteration and continuous improvement.

The prevalence of programming errors is concerning, and can be explained in part as a trade-off between security and cost. Not all software is error prone. To cite one extreme example, the software controlling space-shuttle launches was “as perfect as human beings have achieved”, with just one error in 420,000 lines of code. This was, however, written by one of the United States “most expensive software organisations”. A trade-off is required, and the extent to which security should be prioritised over competing considerations will be determined by context.

In certain applications of IoT, such as medical devices, security may take precedence over all other considerations. The United States’ Department of Homeland Security has warned that malicious actors can “inject, replay, modify and/or intercept” data from medical devices. In some business applications, the cost of implementing security may outweigh the resulting benefit, particularly if the IoT device is employed in a peripheral, or non-critical aspect of the business’ operations. However, in almost all consumer applications of IoT (i.e. those where personal information is collected) and in sensitive business applications of the technology, the need for a comprehensive approach to security should rightfully act as a handbrake on IoT deployments.

3.2 National security

The security vulnerabilities apparent in the IoT are giving rise to several national security concerns.

The complexity of modern hardware supply chains, the lack of significant domestic IoT manufacturing activity, and the cost advantages enjoyed by most overseas IoT device manufacturers have made Australian users heavily reliant on IoT devices that are at least in part manufactured or assembled offshore.

The extent to which Australian regulators are equipped to assess or oversee the physical security risks associated with such IoT devices is unclear, and the burden on Australian
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security personnel to vet such devices is increasing. Further, even where IoT devices are functioning as intended, misunderstandings around features or inadequate guidelines for their use can nonetheless give rise to security vulnerabilities.

Even where IoT devices are not faulty per se, they may nonetheless give rise to security issues if insufficient consideration goes into their deployment.

### 3.3 Solutions

The choice between mandatory (e.g. legislated) and voluntary (e.g. industry-driven) responses to concerns regarding the security of the IoT is complex. To the extent that new mandatory requirements are imposed on IoT devices in Australia, they must be carefully drafted, or the resulting security benefit may be outweighed by a reduction in investment and innovation.

### 4 Liability

The IoT raises new and complex issues of liability. Resolving them has been described as a “legal feeding frenzy”.63

The complexity stems both from determining who, as a matter of policy, should bear any loss, and how, as a matter of evidence, the cause of any loss can be identified.

Determining where any loss should be borne is a complex question. For example, losses can be borne by:

- those who suffer the loss in each case (e.g. the users whose data is compromised, or the businesses whose operations are affected by malfunctioning IoT devices);
- the responsible entities in each case, assuming they can be identified (e.g. traditional civil liability, where the one who commits the act is responsible for its consequences);
- the broad category of people who are likely to suffer loss (e.g. a compensation scheme that is funded by the users of IoT devices);
- the broad category of people who are likely to cause such losses (e.g. a compensation scheme that is funded by a tax on the manufacture or supply of IoT devices);
- an industry body (e.g. a compensation scheme funded by an IoT association); or
- the state (e.g. a compensation scheme funded by the general treasury).64

Determining which of these options is desirable in the context of the IoT is a question that can often only be answered on a case-by-case basis, with reference to the specific social and moral context as is apparent on the available facts.

As a matter of evidence, it is often difficult to identify which entity involved in the IoT is to blame for any loss. The users, the manufacturers, the developers of embedded or enabling software, the vendors of the IoT devices or software, as well as the providers of any connecting telecommunications infrastructure are all stakeholders in any IoT
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64 These options are adapted from those put forward by Guido Calabresi. See Guido Calabresi, The Costs of Accidents (Yale University Press, 1970) 22.
deployment, and any or all of them could contribute to a given loss. Identifying the separate contributions of each is often a convoluted process.65

Where the relevant counterparty can be identified, possible actions include claims in negligence, product safety defects, breaches of the privacy legislation, or breaches of contractual terms (such as the sale contract between an IoT device manufacturer and the end user). Depending on the action brought against them, a party (the defendant) may have none, one, or several defences available to them as against a plaintiff.

For example, for tort-based claims a user of an IoT device may have acted in a way that is contributorily negligent (such as by incorrectly configuring their devices), have otherwise failed to take reasonable care, or even assumed the risk of an obvious hazard.

For contractual claims, a defendant may rely on contractual protections such as indemnities and exclusion clauses or may have drafted their obligations in such a way that there is no breach to begin with. Defences of this nature may be limited under law, such as where they are considered to be unfair contract terms.66

For defective goods claims brought under the Australian Consumer Law, an action may be successfully defended by establishing that the state of scientific or technical knowledge at the time when the goods were supplied was not such to enable the relevant defect to be discovered.67 This “start of the art” defence is rarely relied upon in Australia.68 Notably, a “small statistical chance of injury” associated with a given product does not of itself mean that it is defective.69 While most commentary on this defence is grounded in a pharmaceutical context,70 it may prove of use in cases concerning the IoT. Simply because an IoT device gives rise to some inherent small and statistical chance of injury should not necessarily imply that it is defective. Such a risk may be accepted where the economic benefit is sufficiently high.

In any event, the impact of the IoT on questions of liability, and its treatment under the law, is complex and difficult to predict. In addition to its impact on civil claims, the extent to which the IoT is enabling new forms of domestic violence or other criminal activity is only just beginning to be understood.71

The increased prevalence of consumer IoT devices has been described as creating “a stalker’s paradise”, with malicious actors potentially enjoying greater visibility as to people’s location, behaviour and habits through the analysis of IoT device data.72 Internet
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68 There have been only two prominent cases dealing with the state of the art defence in Australia. See Graham Barclay Oysters Pty Ltd v Ryan [2000] FCA 109 and Peterson v Merck Sharpe & Dohme (Australia) Pty Ltd [2010] FCA 180. In both cases it was found that the state of the art defence was available to the defendant.


71 See, for example, Dr. Leonie Tanczer, Dr. Simon Parkin and Professor George Danezis, The Implications of the Internet of Things (IoT) on Victims of Gender-Based Domestic Violence and Abuse (G-IoT) (2018) <https://www.ucl.ac.uk/research/domains/collaborative-social-science/social-science-plus/IOT-and-domestic-violence>.

connected thermostats, locks and lights have all been used to enable or otherwise facilitate acts of violence.\textsuperscript{73}

While new criminal actions could be proposed to deal with this emerging threat, this may not be required. Existing criminal act classifications, including but not limited to stalking, fraud, illegal surveillance, and possession of a surveillance device may already capture most instances of IoT devices being used for criminal purposes.\textsuperscript{74}

Addressing the general privacy and security concerns outlined above will hopefully go some way to mitigating the risk of IoT devices being used to enable or commit crimes. The risk of the IoT enabling criminal activity should be carefully monitored and a legislative or policy response may be necessary in the future.

4.1 Evidentiary value of IoT Data

The emergence of IoT-generated data and insight will likely impact on the determination of liability.

The prudent use of IoT devices may be used to reduce the probability of a dispute occurring, or to more easily settle or determine claims when disputes do arise. While not yet common in Australia, the use of IoT device data as evidence is already occurring overseas.\textsuperscript{75} The evidentiary and policy considerations relating to the use of IoT device generated data in legal proceedings are significant.

In both consumer and enterprise contexts, IoT devices are usually designed to passively collect data on an ongoing basis.\textsuperscript{76} The extent to which this data can be requested by criminal law enforcement, or plaintiffs in civil proceedings, needs to be carefully managed. Records from IoT smart home devices have already been requested in international court proceedings.\textsuperscript{77} “Fishing expeditions” - where IoT device data is requested solely on the basis that the IoT data may or may not have evidentiary value - will need to be carefully monitored.

Simply being aware that a criminal act or civil contravention occurred in a specific venue may or may not be of sufficient probative value for access to the data collected by nearby IoT devices to be granted. A case-by-case analysis will be required.

5 Other considerations

In the reminder of this paper we turn to address issues that the IoT raises in relation to the rights of specific groups, such as employees, children, and rural, regional and remote communities.


\textsuperscript{75} See, for example, Clifford Katz, Joe Meadows, Laura Aradi and Paul Mathis, ‘Recent IoT Device Cases’ Crowell Moring (10 July 2017) <https://www.crowelldatalaw.com/2017/07/recent-iot-device-cases/>.


5.1 Workplaces

Where IoT devices are used in the workplace, the possibility of significant gains in productivity and profitability are clear. It has been suggested that the hype around the potential benefit of deploying IoT devices in workplaces “may actually understate the full potential.”

However, issues relating to the surveillance or control of worker activities, as well as broader questions around the displacement of work, arise.

The right to work includes both the rights to “free choice of employment, to just and favourable conditions of work and to protection against unemployment” and the right “to form and join trade unions for the protection of [an employee’s] interests.” The use of IoT devices in the workplace may challenge these rights, and pose questions relating to the extent to which an employer’s legitimate interests in both operational efficiency and oversight over their workplace should be balanced against an employee’s equally legitimate interests, including their right to privacy.

Confrontations between employees and employers over the use of IoT devices to analyse or monitor performance are becoming common. As just one example, Australia Post “categorically ruled out” the use of IoT devices to monitor its employees’ performance after concerns were raised by the relevant union. Australian courts are already being asked to consider the impact of IoT devices on workplace rights, including employee privacy.

The degree to which Australian employees will be able to negotiate restrictions on the use of IoT devices in the workplace will vary significantly on a case-by-case basis, and regulatory guidance may be required to provide certainty as to the allowed limits on such IoT deployments.

5.2 Access

Similarly, regulatory action may be required to create minimum standards for the accessibility of IoT devices.

While there are clear standards for maximising the Internet’s accessibility more generally, there are not specific standards for the IoT. Device makers have taken an adhoc and inconsistent approach to ensuring that IoT devices are accessible. This lack of standardisation has likely been a barrier to increasing the accessibility of the IoT, as providers of IoT devices must customise their approach to accessibility for each specific application or device.
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Additionally, the IoT, like most emerging technologies, is being deployed in an inconsistent manner. Households in rural, remote and regional communities are twice as likely to not have an internet connection as those in metropolitan areas. While this is explainable due to the higher cost of deploying infrastructure to such locations, it nonetheless has the potential to create a "a substantial digital divide." Making the provision of public or otherwise crucial services contingent on access to or possession of some form of IoT device, may aggravate the difficulties that individuals in such environments already have with obtaining access to such services.

5.3 Children

The security and privacy concerns associated with the IoT are magnified where IoT devices are used by children. Internet connected toys directly targeting at children are available, and children have indirect access to other IoT devices, such as smart speakers, in the household. Breaches of children’s privacy through the IoT have already occurred. For example, an “Internet of Things Teddy Bear” was found to have leaked over two million private audio recordings of parents and children due to misconfigured security settings. One analysis of the Amazon “Echo Dot” smart speaker found that, of the features targeted explicitly at children, more than 80% were not covered by a privacy policy. The study found that “even the most diligent parent” would not be able to ascertain what information the IoT device was collecting about their children.

6 Conclusion

Like many other emerging technologies, the IoT promises a great deal yet asks much in return. Ensuring its security and privacy must be front of mind for all. In broad terms, the security and privacy of IoT devices and the data they create is of direct relevance to the maintenance of several human rights, including freedoms of privacy, expression, and association. Protecting these rights, and addressing the security and privacy concerns inherent in the IoT should not be considered a barrier to progress. Such acts would lead to increased trust, which in turn would engender greater support for innovation and progress.
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